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Music Industry and Streaming

3IFPI. (2021). Global music report 2021



Industry: RecSys, Interfaces, Browsing
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Recommendations: Explore vs Exploit

5

Exploit
● Predict what user would like (user 

retention, passive)
● Short-term reward, lean-out, safe

Explore
● Expose user to something new, guide 

him into unknown (active)
● Long-term reward, lean-in, risky

Barraza-Urbina, A. (2017). The exploration-exploitation trade-off in interactive recommender 
systems. RecSys, 431–435



Exploration and Auto-Tagging
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Music exploration → using categories, thematic playlists, tags



Existing Open Auto-Tagging Datasets

8Bogdanov, D., Won, M., Tovstogan, P., Porter, A., & Serra, X. (2019, June). The MTG-Jamendo dataset for 
automatic music tagging. ML4MD, ICML.

Need to request audio

Non-uniform qlt. of audio

Only specs. of 10-30s



The MTG-Jamendo Dataset
● Creative Commons license

● Quality audio and labels (curated by Jamendo)
○ Also spectrograms and Essentia features

● Tag categories and subsets:
○ Genre, instrument, mood/theme, top50

● Tag pre-processing (rockpop → poprock)

● Standardized 5 splits without artist effect

● Reproducible pre-processing and baseline

9Bogdanov, D., Won, M., Tovstogan, P., Porter, A., & Serra, X. (2019, June). The MTG-Jamendo dataset for 
automatic music tagging. ML4MD, ICML.

MTG/mtg-jamendo-dataset

https://github.com/MTG/mtg-jamendo-dataset


MTG-Jamendo: More Numbers

10Bogdanov, D., Won, M., Tovstogan, P., Porter, A., & Serra, X. (2019, June). The MTG-Jamendo dataset for 
automatic music tagging. ML4MD, ICML.

Top 20 tags per category



Auto-Tagging Architectures: Background
● MusiCNN

○ musically-motivated CNN
○ vertical and horizontal filters

● VGG
○ computer vision
○ deep stack of 3×3 convolutional filters
○ adapted for audio

● VGGish
○ original implementation of VGG
○ 3087 output units

11Won, M., Ferraro, A., Bogdanov, D., & Serra, X. (2020). Evaluation of CNN-based automatic music tagging models. SMC, 
331–337. 
Alonso-Jiménez, P., Bogdanov, D., Pons, J., & Serra, X. (2020). Tensorflow audio models in Essentia. ICASSP, 266–270.



: Jamendo Moods & Themes
Mediaeval: the benchmarking initiative for multimedia evaluation, since 2010

● Goal: Invite teams to try their approaches to auto-tagging

● Data: MTG-Jamendo dataset mood/theme subset, split-0
○ Allowing usage of external data to pre-train

● Evaluation: PR-AUC on publicly available test set 

12Bogdanov, D., Porter, A., Tovstogan, P., & Won, M. (2020, December). MediaEval 2020: Emotion 
and theme recognition in music using Jamendo. MediaEval 2020



Mediaeval: Submissions
2020 (6/12)
● VGGish (MSD, Music4All), Mixup, different 

losses
● EfficientNet, WaveNet (NSynth), 

MobileNetV2, SpecAug
● CBAM, Self-Attention + RNNs
● ResNet, Self-Attention, Mixup, SpecAug
● VGGish, Self-Attention, AReLU, smaller nets
● CRNN, pre-processing, moods vs themes

2021 (?/10+)
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2019 (6/14):
● Shake-FA-ResNet + FA-ResNet
● MobileNetV2, Self-attention
● Simple CNN
● CRNN models fusion (Audioset)
● CRNN, spectrograms + features
● Pre-trained VQ-VAE on MSD + CNN

Architectures, Data Augmentation



Mediaeval: Results from 2020 & 2019
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PR-AUC ROC-AUC F-Score Approach

Baseline VGG .1077 .7258 .1656 VGG

+ .0469 + .0471 + .0468

Best 2019 .1546 .7729 .2124 Shake-FA-ResNet + FA-ResNet

+ .0063 + .0083 + .0079

Best 2020 .1609 .7812 .2203 VGGish (MSD, Music4All), Mixup, focal, CB, CD loss

2021 edition in progress! multimediaeval/2020-Emotion-and-Theme-
Recognition-in-Music-Task

Knox, D., Greer, T., Ma, B., Kuo, E., Somandepalli, K., & Narayanan, S. (2020, December). MediaEval 2020 emotion and theme 
recognition in music task: Loss function approaches for multi-label music tagging. MediaEval 2020.
Koutini, K., Chowdhury, S., Haunschmid, V., Eghbal-Zadeh, H., & Widmer, G. (2019, October). Emotion and theme recognition in 
music with frequency-aware RF-regularized CNNs. MediaEval 2019.

https://multimediaeval.github.io/2020-Emotion-and-Theme-Recognition-in-Music-Task/
https://multimediaeval.github.io/2020-Emotion-and-Theme-Recognition-in-Music-Task/


Mediaeval: Per-Tag Performances

15philtgun.me/mediaeval-emothemes-explorer

https://philtgun.me/mediaeval-emothemes-explorer/


Interfaces: Background

16Knees, P., Schedl, M., & Goto, M. (2020). Intelligent user interfaces for music discovery. Transactions 
of the International Society for Music Information Retrieval, 3(1), 165–179

Island of Music

MoodPlay

Vad et.al.

SongExplorer



Web Interface: Exploration & Evaluation

18Tovstogan, P., Serra, X., & Bogdanov, D. (2020, July). Web interface for exploration of latent and tag 
spaces in music auto-tagging. ML4MD, ICML. 

music-explore.upf.edu

MTG/music-explore

https://music-explore.upf.edu/
https://github.com/MTG/music-explore


Web Interface: Second Iteration

21Under review



Web Interface: Comparing Visualizations

22Under review

well-clustered

spread out



User Study: Participants’ Background
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User study: semi-structured interviews

● 6 participants so far

● Age: 27-36 years

● Music training: 1 to 20 years (mdn 6, avg 8)

● Listen to music: 0.5-8 hrs per day

○ Actively: less than 1 hr

○ To playlists: 0%-40% (avg 15%)

Under review



User Study: Interview and Feedback
● Personal music collections (600-1200 

tracks)
● 10 min introduction of functionalities

Task: Imagine that you want to listen to 
something from your library that you haven’t 
listened in a while. Explore the system and make 
a playlist for yourself.

24Under review



User Study: Preferences
● Preferred particular combination (6):

○ VGG-MSD (3) 
○ VGG-MTT (3)
○ MusiCNN-MTT (2)

● Taggrams (4) > Embeddings (2)

● Projections:
○ PCA, STD-PCA → big picture
○ t-SNE and UMAP → zooming in 

25Under review

“I would never think to put these 
two artists together in a playlist, 
but it works quite well for these 
tracks”

“It seems that (MusiCNN-MTAT) 
can separate ambient from drums, 
while (VGG-MSD) gets the timbral 
aspect of sounds together well”



Summary
● New auto-tagging dataset: MTG-Jamendo

○ 500 GB of 55,000+ CC-licensed full audio tracks with 190+ tags split into categories

● Organizing “Emotions and Themes in Music” task in Mediaeval 2019-2021
○ Improving state-of-the-art performance on challenging mood/theme subset

● Web interface for exploration of latent and tag spaces for MTG-Jamendo
○ Allows for quick qualitative evaluation and sanity check of models, exploration with tags

● Visualization of embeddings for exploration of personal collections
○ Evaluated with semi-structured interview, strong positive feedback

26



Thanks for listening!
Q&A

philip.tovstogan@upf.edu
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