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1. Summary 

MIP-Frontiers is a project that focuses on training PhD students (or Early Stage Researchers, ESRs) 
in the field of Music Information Retrieval (MIR), preparing the next generation of MIR researchers. 
In doing so, MIP-Frontiers needs to address the main challenges that face the field of MIR. In a 
recent strategic document (MIReS Roadmap, EU FP7 programme project), these challenges were 
identified as relating to: data-driven aspects, knowledge driven aspects, and user-driven aspects. 
Regarding knowledge-driven aspects – the focus of the present report – the main message is that 
MIR research needs to investigate ways to include and exploit additional knowledge and 
information into its methods and systems, in order to obtain better and more robust solutions and 
provide for a more natural communication between system and human user. 

The preparation of this report started with an internal discussion, within the consortium, on what 
knowledge-driven methods can mean for MIR in general, and for the PhD students’ projects in 
particular. It was obvious that each of the 15 MIP-Frontiers projects targets different aspects of 
knowledge-driven methods, and therefore each has to present and discuss the state of the art, 
challenges and potentials in its own specific context; and that the report should reflect that.  

Thus, each project has presented, and contributed to this report, its specific view of how general 
musical and extra-musical knowledge can be of help in solving complex music processing tasks. 
This report has already been, and will be, a valuable resource, demonstrating to the ESRs and to 
the MIR community the importance of knowledge-driven approaches to MIR research.  

 

2. State of the project 

MIP-Frontiers is a four-year project. It started in April 2018, is now at month 18, and all ESRs have 
been enrolled for at least 9 months. The fellows have all presented their thesis Stage 1. This stage 
involves learning about the project requirements and mapping out personalized goals and 
challenges; it also offers a framework for thinking about the possible paths of their research. They 
need to understand the state of the art, challenges, and approaches of the MIR field.  

Although the EU FP7 project MIReS defined the principal challenges in its project Roadmap, the 
evolution of the field and the actual implication on the ESR projects needed an interpretation and 
a revision to adapt it to the student context. At the project board meeting held in Barcelona in May 
2019, it was discussed how to write and address this report on “State of the art, challenges and 
potential of knowledge-driven approaches in MIR”, especially with a view to how it would be useful 
for the ESRs and other future MIR researchers.  

The report starts with an introduction that describes how the term “knowledge-driven methods 
and approaches” is understood in the framework of MIP-Frontiers. As the MIP-Frontiers Training 
Network comprises 15 individual ESRs with different topics in the MIR field, we obtain fifteen 
different views on relevant scientific background, challenges, opportunities, and solutions.  
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3. Introduction 

In the project proposal, the MIP-Frontiers consortium identified three big challenges – and thus, 
from a scientific point of view, research opportunities – for the further development of the MIR 
field. One of these is the need for more high-level knowledge in MIR systems, and in the research 
and development process (in addition to large amounts of data). Specifically, this was argued in 
the proposal as follows: It is our conviction that musical knowledge will be key to developing the 
next generation of music processing technologies. While current advances in Deep Learning may 
seem to imply that almost any recognition task can be learned from (huge amounts of) data alone, 
we believe that music, as an extremely rich and multi-faceted (physical, physiological, 
psychological, socio-cultural) phenomenon, will benefit strongly from the inclusion and exploitation 
of additional (in some cases, extra-musical) knowledge and information. Not only will this lead to 
musically better solutions, but it will also support more natural communication between system 
and user, and in this way improve the acceptance of practical music systems (e.g., in search and 
recommendation). A special aspect of this is multi-modality - the integration of several data 
channels (video, textual information, ...) in music-centred systems, as an additional source of 
context and information. 

The objectives of knowledge-driven approaches in MIR, as defined in the project web, https://mip-
frontiers.eu/, and in the project proposal, are to research the use of high-level musical knowledge 
and contextual information for solving hard music processing and recognition tasks; to investigate 
systematic ways of integrating expert or contextual knowledge into (deep) learning processes; and 
to demonstrate the beneficial effects of high-level knowledge. 

The purpose of the present report is to provide a starting point for this work, by documenting the 
state of the art, current challenges, and corresponding potential of knowledge-driven research 
approaches to MIR problems. As "knowledge-driven methods in MIR" as a general concept is far 
too broad for us to be able to give a comprehensive overview, this report will focus on knowledge-
related topics as they emerge in the specific research projects (PhD theses) tackled in MIP-
Frontiers. To this end, the next section (Section 4) will give an overview of which of these projects 
are related to knowledge-driven approaches, and in what specific ways.  The remainder of the 
report will then present a discussion of the state of the art, challenges, and potential from the 
viewpoint of these particular projects or tasks. Section 5 will thus be structured by individual PhD 
projects.  Further details are found in the students' Stage 1 reports. 

 

4. Knowledge-driven methods in MIP-Frontiers 

4.1 Musical and extra-musical “knowledge” 

“Knowledge” is a complex concept. In the context of the present project, and specifically for the 
purposed of the project, we interpret it rather loosely as any kind of information that is provided 
to a (learning) system in addition to raw training data. We will speak of “high-level” knowledge 
and distinguish this from “low-level” data and features, to emphasise the view that – especially 
in the context of machine learning – general or domain-specific knowledge can provide 
constraints and guidance to a system beyond what the raw training data can, because it relates 
to more abstract concepts and relationships that are not easily inferable from the given data. 
Exploiting such knowledge thus introduces a top-down aspect into the system. 
  

https://mip-frontiers.eu/
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In the context of MIR, relevant knowledge may come from many different fields, and find its 
way into music systems in various ways, for example: knowledge about music perception 
encoded in advanced hand-crafted features; physical/acoustical models of instruments as a 
source of bias in audio separation or transcription; musicological-stylistic knowledge used as 
constraints on permitted solutions; or information from other modalities and information 
sources (video, user and performance context, etc.) that provides additional guidance and 
context to a music processing system.  

The rest of this section lists those projects in MIP-Frontiers where knowledge-related aspects 
as defined above play a role, in one way or another, and briefly explains why. For each of these 
projects, Section 5 will then describe the current state of the art and corresponding challenges 
and opportunities. 

 

4.2 MIP-Frontiers projects with knowledge-driven aspects 

QMUL1: “Representation Learning in Singing Voice” 

The goal of this project is to develop deep learning based systems to solve singing voice related 
problems that are commonly tackled in the music software industry. This project focuses on a 
few of these problems including lyrics/phoneme transcription, audio-to-lyrics alignment, and 
vocal technique identification. The research exploits musical knowledge to define target 
information to extract from singing voice signals, and design learning algorithms based on these 
definitions. Once extracted, new tools will be developed to represent this information in music 
notation and for the analysis of the singing voice. 

QMUL2: “Improving Polyphonic Transcription through Instrument Recognition and Source 
Separation” 

Project QMUL2 focuses on better understanding the aspects and qualities of music sounds that 
are related to the timbre of musical notes and that force us to represent them differently in the 
staff notation. The specific research goal is to be able to associate each sound to the correct 
instrument, as well as detect and recognise different playing techniques (pizzicato, legato and 
vibrato, for example) used throughout the music by the same instrument, so that proper 
symbols can be applied in the transcription to represent them. This can be done, for example, 
by including knowledge from the field of musical acoustics (detailed models of the mechanics 
of instruments, and the resulting range of sounds they can produce) and also from the field of 
music perception (characteristics of sounds that affect our perception of timbre, such as the 
relation between the energy of the harmonics that each sound stimulates) in the system, which 
allows us to create more powerful and efficient networks.   

QMUL3: “Leveraging User Interaction to Learn Performance Tracking Music Alignment” 

The project aims at providing a way to navigate among various music representations in a 
unified manner, lending itself applicable to a myriad of domains like music education, 
performance, enhanced listening, automatic accompaniment and so on. This project (QMUL3) 
has a moderate knowledge-driven component, and it is combined with more dominant data-
driven and user-driven components. 
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QMUL4: “Robust Timbre Analysis for Query by Vocal Imitation” 

While this project relies on deep learning algorithms to have the final say when linking vocal 
imitations with their original sounds, traditional knowledge of timbre is key to allow these 
methods to achieve the highest performance. This is due to the fact that there is not enough 
vocal imitation data available for these algorithms to be self-sufficient, and previous knowledge 
about the task becomes an essential input for these to consider. 

QMUL5: “Adversarial attacks to understand deep learning models for music” 

This project aims to bridge the gap between deep learning approaches to MIR and traditional 
knowledge based approaches where we understood what features were used to perform a task. 

UPF1: “Facilitating Interactive Music Exploration” 

Project UPF1 aims to utilize different semantic categories of tags, such as genre, mood/theme, 
and context to complement each other to cover different aspects of the music exploration 
space. The semantics of the user’s goals will be used to identify the relevant areas of the 
constructed exploration space. 

UPF2: “Methods for Supporting Electronic Music Production with Large-Scale Sound Databases” 

The goal of project UPF2 is to develop novel methods for browsing loops in large collections of 
sounds. In order to better characterise the loops in these collections, we can employ algorithms 
which use knowledge derived from music theory and perception.  

UPF3: “Identifying and Understanding Versions of Songs with Computational Approaches” 

This project aims to build version identification systems that would provide both a new notion 
of music similarity from a Music Information Retrieval perspective and a practical tool for music 
monitoring services from an industrial perspective. Our goal is to use computational methods 
that would aid us gaining a more comprehensive understanding of relations among versions in 
order to develop more insightful and scalable systems. We will put a particular focus on the 
importance of domain knowledge in solving the version identification task. 

TPT1: “Behavioural Music Data Analytics” 

Project TPT1 aims at improving music recommendation systems by integrating contextual 
information about a user in the recommendation process. A user’s contextual information is 
defined as the external factors that affect the user’s music preferences at any given time. For 
example, the user’s activity, location, or time of the day are considered as contextual 
information that changes user’s preferences. For certain activities the user would prefer to 
listen to energetic music while in some others he/she would prefer to listen to calming music. 
Hence, this external information is considered the knowledge-driven aspect of this project. The 
aim of the project is to rely on the raw audio data (data-driven) plus the contextual information 
(knowledge-driven) to provide recommendations that would suit the user’s taste and current 
context.  
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TPT2: “Voice Models for Lead Vocal Extraction and Lyrics Alignment” 

Audio source separation is the task of extracting individual sound sources from a mixture. 
Project TPT2 aims at developing robust audio source separation methods for singing voice 
extraction. The specific research goal is to exploit available prior knowledge about the singing 
voice in the form of lyrics transcripts, which are often widely available in the internet and can 
otherwise be produced by users without any musical knowledge required. The sounds produced 
by a singer can be seen as a combination of pitch (determined by the vocal cords) and 
pronunciation of words (determined by the vocal tract, position of tongue, jaw, etc.). While no 
information about the pitch is contained in the lyrics transcripts, they contain information about 
pronunciation-related aspects of singing voice. Specifically, they indicate which utterances will 
appear in which order in the singing voice. Project TPT2 researches possibilities to integrate this 
knowledge into state of the art data-driven singing voice separation methods and investigates 
if this additional knowledge can lead to improved separation performance. 

TPT3: “Multimodal Movie Music Track Remastering” 

Project TPT3 will heavily exploit multimodal information to improve automatic movie music 
track remastering. The specific research goal is to exploit prior information about the musical 
sources to enhance the separation process. This is done by extracting additional information of 
the attended source from the neural response of the user who is focusing on a given instrument 
while listening to polyphonic music mixtures. 

TPT4: “Context-driven Music Transformation” 

The aim of project TPT4 is to enable transforming music in terms of artistic style. Due to the 
open-ended nature of the task, a fully data-driven solution might be impossible, and some 
amount of domain knowledge will probably be needed in order to fully define the task and to 
provide some form of supervision, guiding the algorithm to a meaningful solution. This could 
be done, for example, by finding and aligning similar music segments in different styles, or by 
generating a completely synthetic training dataset which will be aligned by design. 

TPT5: “Conditional Generation of Audio Using Neural Networks and its Application to Music 
Production” 

The general research goal of project TPT5 is to synthesize audio using conditional Deep 
Generative Neural Networks and explore applications to music production. Concretely, we 
consider the use of Generative Adversarial Networks (GANs) to synthesize some musical audio 
content given prior descriptive information (e.g., pitch, instrument), and some audio 
representation of pre-existing music content to which the synthesized audio will be adapted. 

JKU1: “Large-scale Multi-modal Music Search and Retrieval without Symbolic Representations” 

Project JKU1 aims at developing new algorithms for the automatic structuring and cross-linking 
of large multi-modal music collections, with a focus on audio recordings and sheet music images 
(acoustic and visual domains, respectively). In addition to massive amounts of musical data 
(audios, scores in various representations), solving this will require the use of additional higher-
level knowledge, at various levels – for instance, knowledge about typical musical section 
structure; expectations about temporal relations in music; or general knowledge about 
different musical styles and notation or performance conventions. 

https://mip-frontiers.eu/
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JKU2: “Live Tracking and Synchronisation of Complex Musical Works via Multi-modal Analysis” 

Project JKU2 focuses on multi-modality as a source of additional information to guide the hard 
task of tracking complex musical stage works (operas). In particular, we will need to develop 
new methods to integrate different extra-musical knowledge sources (e.g., singing voice and 
speech detection, acoustic event detection, video (when available)) into audio-based music 
score following algorithms in order to achieve robustness. 

 

5. State of the art, challenges, and opportunities (by project) 

5.1 QMUL1 “Representation Learning in Singing Voice” 

The goal of this project is to develop deep learning based systems to solve singing voice related 
problems that are commonly tackled in the music software industry. This project focuses on a 
few of these problems including lyrics/phoneme transcription, audio-to-lyrics alignment, and 
vocal technique identification. The research exploits musical knowledge to define target 
information to extract from singing voice signals, and design learning algorithms based on these 
definitions. Once extracted, new tools will be developed to represent this information in music 
notation and for the analysis of the singing voice. 

The state of the art that we can start from and build upon is as follows. The project focuses on 
two aspects of singing voice: the verbal content and the vocal techniques. For the latter, we 
begin with a set of techniques included in VocalSet [1]. More explicitly, the list of vocal 
techniques contains vibrato, trill, trillo, vocal fry, breathy, belt, inhaled and lip trill. The second 
focus of this research is the verbal content in singing voice, more specifically the transcription 
of phonemes and lyrics. In recent years, various versions of Smule – DAMP singing dataset [2] 
has been released and made available for research. This dataset consists of real world acapella 
recordings of karaoke songs, performed by various users. Prior research worked on creating 
clean and aligned subsets of this dataset [3,4] and reported preliminary results for the 
transcription accuracy using a common DNN-HMM topology. The recent work of Dabike [5] uses 
a new version of the Smule – DAMP dataset, where prompt-level time annotations are 
provided, to train a Time-Delay Neural Network (TDNN) and achieved less than 20% word error 
rate (WER). To this date, that work is the stateof-the-art system for lyrics transcription. 

In the recent years of Deep Learning research, a new type of neural network has gained high 
popularity, which is called the “attention mechanism in neural networks” [6], due to providing 
us with the ability to visualize and interpret how and what the network is learning. In our 
research, we will investigate ways to include this mechanism in deep learning architectures 
designed for lyrics extraction and vocal technique identification tasks. 

From the above, we derive a number of challenges and opportunities for original research. 
When listening to the singing voice, our perception pays attention to different modes of 
information depending on the target. For instance, timbral aspects of the voice are mostly 
determined by its spectral characteristics, meaning that the human auditory system pays more 
attention to certain frequency bands. On the other hand, understanding the verbal content or 
the lyrics have temporal dependency to the previously pronounced words and phonemes. 
Moreover, the characteristics of the pitch variation in time is one of the factors that help vocal 
experts to distinguish between different vocal techniques. The main challenge of this research 

https://mip-frontiers.eu/
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is then to design a task-specific neural network architecture with the purpose of learning the 
aforementioned characteristics of the singing voice and with the purpose of modelling human 
perception. In addition, due to the lack of a universal ontology for vocal techniques and 
characteristics, our research will focus on aspects of the singing voice limited by the availability 
of the open source data. 

 

5.2 QMUL2: “Improving Polyphonic Transcription through Instrument Recognition and Source 
Separation” 

This project explores the interdependencies between instrument recognition and source 
separation with the final goal of improving polyphonic instrument transcription. The project 
proposes the creation of a system capable of automatically learning timbre-related features for 
identifying the different sound types that are being played and capable of separating the music 
signal into multiple sources based on the detected timbres. 

The relevant state of the art is as follows. Regarding instrument recognition, most of the 
knowledge-driven methods focus on using handcrafted features to classify the instruments 
using statistical rules.  For instance, [1] uses Mel-Frequency Cepstrum Coefficients (MFCCs) 
along with Principal Component Analysis (PCA) to reduce dimensionality and Gaussian mixture 
models (GMM) for classifying solo phrases of 5 instruments. On the other hand, [2] utilises a 
Modified Group Delay Feature (MODGDF), which is a combination of MFCCs with phase 
information, to improve the instrument recognition.  

Regarding source separation, most knowledge-driven methods are signal processing algorithms 
built to explicitly model characteristics of the structure of a music signal or to exploit particular 
spectro-temporal features of musical instruments [3].  In order to separate the melodic voice 
from the instrumental accompaniment of a music, for example, a useful assumption is to 
consider the sounds of accompaniment instrumental sources as repetitive patterns in the 
mixture’s spectrogram and the melody line as the non-repetitive part [4].  

Furthermore, there are more complex and hybrid methods, where pitch estimation techniques 
are also included in the separation algorithm. For example, [5] uses a multi-pitch estimation 
algorithm to identify the pitch contour of the singing voice in order to extract it from the music 
recording,  while [6] mixes analysis in the frequency domain using Independent Component 
Analysis (ICA) and a method denoted by the author as Amplitude Discrimination with the 
posterior time domain analysis and pitch estimation to separate singing voice. 

There are a number of open challenges and opportunities for original research. Finding a 
mathematical set of rules using statistical signal processing techniques in order to perform 
instrument recognition when there are multiple instruments interacting in a polyphonic 
scenario is highly complex and impractical. Moreover, the problem of separating an audio signal 
with multiple harmonic and percussive instruments into multiple sources is too challenging to 
be tackled by an exclusively knowledge-driven method, as the patterns of spectral 
characteristics are too difficult to define explicitly. 

Therefore, project QMUL2 sees an opportunity of using knowledge-driven approaches to 
enhance the performance of user-driven methods. In other words, by using domain-specific 
knowledge, it is possible to create more efficient and powerful machine learning algorithms. 
For instance, the first contribution of the project was the proposal of a novel convolutional 

https://mip-frontiers.eu/
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network for performing harmonic-percussive source separation much more efficiently with a 
greatly reduced number of parameters [7] . This was done by exploiting the fact that percussive 
signals form vertical patterns in the music spectrogram while harmonic signals tend to form 
horizontal structures. So, we proposed to use filters (kernels) of vertical and horizontal shapes 
in the convolutional layers to make the network learn the different time-frequency patterns 
more efficiently.  

 

5.3 QMUL3 “Leveraging User Interaction to Learn Performance Tracking” 

Project QMUL3 is aimed at developing robust music alignment techniques. These will mainly 
focus on deep learning methods; however, we plan to employ domain knowledge in order to 
build alignment models which can perform well specifically for the music domain. To this end, 
we would be employing domain adaptation as well as data augmentation techniques. 

Regarding the state of the art, most of the knowledge-based approaches for music alignment 
are based on Dynamic Time Warping. Originally proposed by [1], dynamic time warping (DTW) 
is a general method for finding an optimal alignment between two time series by comparing 
the features of the feature sequences using a local cost function, at each point, with the goal of 
minimizing the overall cost. The path which yields this minimum overall cost is then the optimal 
alignment between the two sequences. We briefly mention the works on alignment based on 
DTW below. 

One of the earliest works in music alignment [2] proposes a method for aligning polyphonic 
audio recordings by first mapping MIDI data to corresponding audio features and then matching 
these features to the recording, as opposed to symbolic ones. [3] is one of the early works which 
focus on addressing the space and time complexity of standard DTW-based algorithms for 
alignment of complex, polyphonic piano music. [4] originally proposed a DTW-based method 
for online music alignment. It differs from standard DTW-based approaches in the way it 
computes the alignment. The online alignment is computed incrementally and has a linear time 
and space complexity. 

There have been multiple approaches building on such a standard DTW-based alignment 
algorithm, such as [5] and [6]. [7] developed a method for automatic extraction of tempo curves 
from expressive music recordings by comparing performances with neutral reference 
representations. [8] works on addressing issues dealt in score following by proposing a 
multilevel matching and tracking algorithm which continually updates and evaluates multiple 
high-level hypotheses to deal with deviations of the live performer from the score. While [9] 
approaches score following using a Dynamic Bayesian Network and particle filtering for 
inference, better modelling rests and tempo changes than other approaches; [10] proposes 
Needleman-Wunsch time warping (NWTW), a pure dynamic programming method to align 
music recordings that contain structural differences. [11 and [12] focus on better alignment in 
the scenario where multiple performances are available, showing some promising results. 

There remains a number of research challenges and opportunities. Traditional approaches to 
music alignment typically rely on hand-crafted features, which often fail to generalise to 
different instruments, acoustic environments and recording conditions. We aim to address this 
feature engineering bottleneck by employing deep neural networks, which can capture both 
low-level features of relevance to the alignment task and higher-level mappings between 

https://mip-frontiers.eu/
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feature sequences of corresponding performances. We plan to explore data augmentation and 
semi-supervised learning methods to aid training, since deep networks are typically data 
hungry. As an example of knowledge-driven development, one challenge faced by [8] is complex 
piano music played with a lot of expressive freedom in terms of tempo changes. Hence, two 
ways are proposed in [13] to estimate the current tempo of a performance on-line, and how to 
use this information to improve the alignment. They incorporate tempo models which illustrate 
different possible performance strategies. This helps making the tracking algorithm more 
robust to on-the-fly structural changes. 

As part of QMUL3, we plan to exploit the knowledge available to us through understanding of 
the way recording techniques have changed over the decades, by using techniques such as 
random filters for data augmentation for training the alignment models. Musical domain 
knowledge such as the fact that pianos are generally not perfectly in tune motivates further 
aspects of our data augmentation strategy. 

 

5.4 QMUL4 “Robust Timbre Analysis for Query by Vocal Imitation” 

The goal of this project is to study how a high-resolution, careful analysis of sound timbre can 
help sound designers and musicians to effortlessly find a certain desired sound by imitating it 
vocally. We merge traditional timbre analysis and deep learning algorithms to link vocal 
imitations to the sound being emulated. 

Regarding the state of the art, sound timbre has been studied for many decades, with 
perception studies and signal processing techniques making useful models out of it. Recently, a 
book was published on traditional timbre analysis [1] detailing all these strategies, which this 
project follows closely. However, timbre being such a complex psychoacoustical phenomenon, 
the success of traditional signal processing algorithms has been limited to some extent, as these 
heavily rely on human-engineered features and mostly lack transformation capabilities so as to 
achieve, for instance, timbre transfer between different musical instruments. 

It has been discovered recently that generative models and deep learning methods in general 
are able to tackle these problems and come up with more robust and complete timbre models 
when enough data is available [2-5]. Furthermore, some promising attempts on merging deep 
learning with traditional timbre analysis have been made recently [6-7]. Deep learning has also 
been used in sound query by vocal imitation [8], although no explicit timbral analysis has been 
carried out on this front, which we believe to be of key relevance. 

All in all, this project aims to further develop the idea of “deep + traditional” timbre analysis 
and apply it to query by vocal imitation, which raises a number of research challenges and 
opportunities. Timbre is usually defined as the psychoacoustical attribute that is different from 
pitch, loudness and perceived duration. While we already have very strong correlations for 
these last three attributes with physical parameters (fundamental frequency, sound energy and 
empirical duration respectively), correlations with timbre perception are weaker, often 
resulting in a mixture of different parameters [1]. This makes the study of timbre especially 
challenging and in need of more complex models like the ones derived from deep learning 
architectures. Exploring these could potentially shed light on the nature of timbre and enhance 
the performance of algorithms for query by vocal imitation. 
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5.5 QMUL5 “Adversarial attacks to understand deep learning models for music” 

Deep learning models are black boxes which means that we do not know exactly what is being 
learnt by a deep learning model and whether it is similar to domain knowledge we have of the 
task. Our goal is to try and bridge the gap between the black box approach of deep learning 
with the vast wealth of domain knowledge in music. 

There is a small body of work, at the current state of the art, that does interpretability of deep 
learning layers [1-3].  

The main challenge is to simplify domain knowledge into a set of objective measures in order 
to compare it to the features of the deep learning model. We need to figure out how to design 
experiments and ask the right questions to see if people with domain knowledge in music can 
understand the features being learnt by deep learning models. 

 

5.6 UPF1 “Facilitating Interactive Music Exploration” 

The goal of this project is to improve the music exploration process by replacing typically used 
discretized tags with a continuous semantic space learned by deep-learning autotaggers and 
utilizing reinforcement learning and interactivity to optimize the process individually for each 
user. 

Regarding the current state of the art on this particular aspect, typical categories of tags that 
are used for exploration are genres and moods. In the new proposed open autotagging dataset 
[1] there are 3 defined categories: genre, mood/theme, and instruments. Moods and genres 
have been used before for exploration [2, 3], but not in conjunction. 

The biggest challenge in this research is to understand the semantics of the continuous space 
that is learned by deep-learning autotaggers. Explainability of deep-learning systems is a field 
of research on its own, thus there are limited resources that can be spent on it in the context 
of this research. 

 

5.7 UPF2 “Methods for Supporting Electronic Music Production with Large-Scale Sound Databases” 

The goal of the project is to characterise the harmonic and rhythmic content of audio loops for 
providing music makers with a way to navigate loop databases. For this, we can employ 
knowledge from harmonic compatibility, rhythmic similarity and characterisation to retrieve 
loops according to high-level semantic characteristics which the users can understand. 

Regarding the relevant state of the art, an audio characterisation task which has seen significant 
research in MIR is key estimation. This technique has been used as a first step for identifying 
compatible songs in a music library, so that DJs can mix them harmonically. In [1], key is defined 
as a system of relationships between a series of pitches having a tonic, or central pitch class, as 
its most important element. Key and harmonic information are essential for browsing EMP 
databases. Music makers need tonal information to mix and layer sound files according to their 
tonal content [2]. 

However, the key only defines a large-scale harmonic compatibility metric and recent work 
towards harmonic mixing has focused on characterising the small-scale harmonic compatibility. 
Harmonic mixing has been addressed through three methods: key affinity, chroma vector 
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similarity and sensory dissonance minimisation [3]. Key affinity, a common method in music 
applications, uses the key of two songs and uses their distance in the Camelot Wheel as a 
measure of dissimilarity. Chroma similarity approaches such as [4] take the cosine distance 
between the chroma vectors of two songs as a measure of dissonance. In [5], the authors use 
sensory dissonance models determine the pitch-shift that maximises the consonance of the 
sum of two audio clips. 

Rhythm takes a very important place in EDM and has a very strong connection with loops. The 
first step towards analysing rhythmic compatibility in loops is to have a reliable tempo 
estimation for the loop alignment. The common framework in tempo estimation approaches is 
proposed summarised in [6], comprising three stages: extracting relevant features from the 
audio, calculating periodicities and extracting the dominant one. In [7], by exploiting an 
inherent property of loops, that their duration should be a multiple of the duration of a single 
beat for the BPM estimate, the authors are able to create a reliable confidence measure for 
tempo estimation for loops. 

Audio based approaches for rhythmic similarity have focused on using low-level 
representations of the sound, such as onset detection functions, to: i) derive a beat spectrum 
and use the largest spectral peaks to compare rhythmic content, which is the methodology 
applied in [8]; ii) create a quantised representation of the rhythm pattern to propose a metric 
for pattern coincidence and for syncopation group coincidence [9]. 

The developments sketched above present a number of research opportunities for the current 
project. Techniques for rhythmic and harmonic characterisation have been developed in the 
literature and are ready for being practically used. We want to implement and evaluate these 
techniques for retrieving loops in large-scale audio databases. These will be implemented in a 
loop retrieval system which can then be evaluated by music makers.  

 

5.8 UPF3 “Identifying and Understanding Versions of Songs with Computational Approaches” 

The main goal of this project is to develop systems that automatically identify different versions 
of a given song using scalable computational methods. From a knowledge-driven perspective, 
we aim to use non-linear time series analysis and time series motif discovery methods to obtain 
a better understanding of the relations that link various versions of a particular song. 

The group of methods we call “knowledge-driven” are designed specifically considering the 
importance of domain knowledge in solving the version identification task. These methods are 
deterministic and do not provide variations in their results due to external factors; thus, there 
is no “learning” process involved. They generally use a feature post-processing step and a 
similarity estimation step to estimate whether a pair of songs are versions of each other or not. 

Feature post-processing steps are designed mainly for achieving key, tempo and structure 
invariance, and for representing the data obtained from a feature extraction step in a form that 
is suitable for similarity calculations. Common examples of feature post-processing steps are 
creating Beat-Synchronous Features [1, 2], Optimal Transposition Index [3, 4], State-Space 
Representation [5] and 2D Fourier Transform [6, 7].  

After feature extraction and post-processing, the last step of many version identification 
systems is the estimation of similarity between two inputs. Systems developed in recent years 
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pay more attention to post-processing techniques to obtain a scalable similarity estimation with 
basic distance calculations while alignment methods such as the Smith-Waterman algorithm [8, 
5] provide better precision scores but suffer from lower retrieval speed.  

Integrating and exploiting domain-specific knowledge for such a task seems to be a challenge, 
but promising. For the version identification task, knowledge-driven methods can be seen as 
providing a “more accurate but slow” estimation. We believe that a system that can be used on 
an industrial scale should follow data-driven approaches for this task. Nevertheless, in the 
process of developing a data-driven solution, one must not ignore the significance of 
incorporating domain knowledge into the solution. Although there are many version 
identification systems proposed in previous research, the amount of research that focuses on 
understanding their similarities regarding various musical dimensions was not very significant 
to date. With techniques like non-linear time series analysis and time series motif discovery 
algorithms, we aim to understand the relations among versions in a better way. 

 

5.9 TPT1 “Behavioural music data analytics” 

The goal of the project is to improve music recommendation systems by integrating users’ 
contextual information in the recommendation process, in order to provide the right 
recommendations at the right time.  

As music can be listened to in various situations [1], there has been many studies on the 
relationship between music preferences and users' context. For example, North et al. [2] 
studied the influence of 17 different listening situations on music preferences. The study 
showed that music preferences are not only dependent on the emotional response they evoke, 
but also on how they affect the quality of the listening situation. This suggests that music 
preferences are strongly associated with the listening environment. They categorized these 17 
different situations into: activity, localized subdued behaviour, spirituality, and social 
constraints. Additionally, they studied the relationship between these situations and some 
acoustic attributes of the music, such as loudness and rhythm, and found that they are 
associated with the listening situations. 

A similar study [3], also categorized different listening contexts into 3 categories: personal, 
leisure, and work. They further expanded each category into subcategories that are more 
specific to the situation. For example, personal is categorized into three subcategories: personal 
- being (e.g. sleeping or waking up), personal - maintenance (e.g. cooking or shopping), and 
personal - travelling (e.g. driving or walking). Similarly, Sloboda [4] studied the functions or 
purpose of listening to music for different users. He found that users listen to music for different 
purposes, such as activity, e.g. waking up or exercising, and mood enhancement, to put in better 
mood or for motivation.  

While the previous studies focused on investigating the different situations where users listen 
to music, other studies focused on the effect of the user situation and surrounding environment 
on their music choices, i.e. how the listening context related to preferred music style. Gillhofer 
and Schedl [5] studied the effect of users' context on the genre and mood of selected tracks. 
They studied the use of contextual information to predict song, artist, genre, and mood of the 
tracks. They found that context information could help in predicting the artist and genre, but 
fell behind in predicting the mood. Schedl et al. [6] studied the similarity of music in similar 
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geospatial contexts. They relied on tweets tagged with geolocation from the "Million Musical 
Tweets Dataset" [7] to link music to their geolocation and to study their similarity. Other studies 
investigated the effect of more global contextual information, i.e. not frequently changing, such 
as cultural information [8-10] or user demographics [11]. 

The previous studies show no uniform approach to identifying which contextual information to 
consider when working with music. This leads to a sparse literature that is difficult to link 
together and restrains future research from building on top of previous studies. This opens up 
a lot of challenges and opportunities for the present PhD project. 

By investigating the previous studies, we find that there is no common definition or taxonomy 
of relevant contextual information in music consumption. Hence, identifying the relevant 
contexts and building a taxonomy of contexts and how they relate to each other is one 
important challenge in this project. This would help in formalizing the problem in the research 
community and help future work in building on top of previous work.  

Similarity, there are no available standard datasets for this problem, specifically, comprising 
tracks labelled with their context classes. This is another challenge that is important for future 
research to have a baseline and a dataset to compare new results with.  

 

5.10 TPT2 “Voice Models for Lead Vocal Extraction and Lyrics Alignment” 

Several of the project goals relate to knowledge-driven aspects of the project. The first one is 
to extract information from a lyrics transcript that is useful for singing voice separation. 
Specifically, this means to produce representations of an extra-musical information source such 
as text that can be exploited by audio source separation methods. This requires also to address 
text-to-audio alignment issues because a separation system needs to know which part of the 
lyrics is useful for a certain part of the processed audio signal. The second goal is to exploit this 
additional information in order to improve performance on the singing voice separation task. 
This requires to find means to include prior knowledge into state of the art data-driven singing 
voice separation methods. 

Regarding the current state of the art, a recent and comprehensive overview of lead and 
accompaniment separation in music [2] organizes the different approaches in two main 
categories. The first category comprises model-based approaches. They exploit specific 
knowledge about the lead source, which often is the singing voice if present, about the 
accompaniment, or about both. The second category comprises data-driven approaches, which 
make use of machine learning to learn the separation task on large databases. Both kinds of 
methods come with their strengths and weaknesses. While model-based methods do not 
require much training data, they make strong assumptions about the source signals to be 
separated such as harmonicity, stationarity, repetitiveness, a certain pitch-curve, etc. Those 
assumptions lead to increased separation quality as long as they are valid. However, in cases 
where they are violated separation quality decreases. Data-driven approaches avoid making 
assumptions but they need a considerable amount of training data, which is often not easy to 
obtain. Moreover, those approaches often lack explainability and interpretability, which makes 
them more difficult to handle in a research context [2]. It should be mentioned that the two 
categories are not mutually exclusive. 
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In the context of this document, model-based source separation methods, in particular those 
using specific side-information about the signal to separate, are most relevant and reviewed in 
this section. Model-based approaches have been the state-of-the-art for a long time until 
recently, when data-driven approaches have shown better performance [2]. However, 
additional signal information remains relevant as it has the potential to make data-driven 
methods more robust. Examples for such signal-based side-information, that can improve 
separation quality [3], are the score [4], the pitch [5], the text transcript [6, 7], or examples 
generated by users [8]. 

A musical score contains global information such as which instruments and notes are contained 
in a piece of music and local information such as when certain notes are played. A strong 
assumption is that aligned scores are available. Automatic alignment methods exist using 
chroma-features and alignment through dynamic time warping or Hidden Markov Models 
(HMMs) [4]. Difficulties lie in the fact that the score is open to interpretation by the performer 
and no absolute frequency information is contained. Score information has, for example, been 
used for initialization of Nonnegative Matrix Factorization (NMF) based models [9, 10]. Scores 
with only rough alignment require models to cope with uncertainty in the derived information. 
They have been used with Generalized Coupled Tensor Factorization (GCTF) [11] and deep 
learning based approaches [12]. In the latter case, the score is used to enforce structure on 
representations learned by the model. Convolutional Neural Networks (CNNs) are used in [13] 
for score-informed source separation of classical music together with a score following system 
to obtain coarsely aligned scores. 

If the pitch is known, it can be used to inform the separation of the corresponding source as 
well. There are several main melody or pitch detection algorithms based on HMM [14], on NMF 
[15], or a combination of NMF and deep learning [16]. The pitch-information has mainly been 
exploited for the construction of harmonic masks. The pitch is assumed to be the fundamental 
frequency and assuming perfect harmonicity the harmonics can be derived [5, 17, 18, 19]. 

Also text has been investigated as side-information for source separation. For example, 
Nonnegative Matrix Partial Co-Factorization has been used for text-informed speech [6] and 
singing voice [7] separation. The voice in the mixture was modelled by an extended source-filter 
model [1]. A speech audio signal is generated from the text with speech synthesis. After aligning 
the mixture and the synthesized speech with Dynamic Time Warping (DTW), the model is 
optimized through multiplicative update rules while exploiting the fact that the same spectral 
envelopes manifest in the voice of the mixture and the synthesized voice in the same order. 
Performance is, however, limited by the alignment quality. In [20], a Deep Neural Network 
(DNN) is used for text-informed speech enhancement with noisy speech features and text-
features are the input. That means, in contrast to the NMF based method above, the input 
features come from two different domains and the DNN learns a common representation. 
However, the text also needs to be aligned, which is done by a GMM-HMM speech recognition 
system. 

The state of the art implies several new challenges and research opportunities. Prior 
knowledge about the source signal to be separated has successfully been used to improve 
source separation. As outlined above, one major challenge of including prior knowledge into 
source separation systems is to time-align the additional information with the audio signal. 
Furthermore, the additional information often comes from a different modality than audio, 
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which puts additional demands on the separation system, especially when it comes to learning 
representations. Until now, the alignment, the design of representations, and the actual 
separation were performed independently in most cases. Deep learning based approaches 
might offer the opportunity to perform these three steps jointly leading to more efficient usage 
of the extra knowledge. While today’s state of the art data-driven methods achieve very good 
performance without extra information, they depend on the diversity of training data in order 
to generalize well. Including prior knowledge has therefore still the potential to make state of 
the art approaches more robust. 

 

5.11 TPT3 “Multimodal movie music track remastering” 

The goal of the project is to perform multi-modal/multi-view music source 
separation/enhancement which exploits previously not considered modalities such as the 
user’s attention to the instrument to separate. In particular, we want to characterize the user’s 
attention in terms of their brain response to a musical stimulus.  

The relevant state of the art in the field, regarding the knowledge-driven aspect, is that 
informed source separation exploits all the available prior information about the sources and 
the mixing process along with the audio signal [1] and was proven to enhance the source 
separation process especially for music. Many works have been proposed. For instance, it has 
been proven that music score [2] and speech text [3] lead to a better separation. Visual features, 
such as the motion of sound sources [4] and lip motion analysis [5] are other examples of 
information that can be used imitating the human capability to exploit both audio and visual 
features to enhance speech recognition in a cocktail party scenario. Only a few works have been 
proposed in the last years that combines source separation/enhancement with auditory 
attention decoding characterized by EEG recordings [6-8]. However, they all focus on attention 
to speech stimuli: the core idea is to separate each sound source and use them to identify and 
enhance the attended speaker. 

This offers a unique new research opportunity: we aim to take advantage of these recent works 
in order to develop a new form of informed music source separation approach which can be 
referred as neuro-steered music source separation. This task, to my knowledge, was never 
addressed before. This case is particularly interesting because the knowledge provided to the 
source separation algorithms is extra-musical (it is not directly related to the music data) and is 
directly given by the user interacting with the music (it is a physiological response). 

 

5.12 TPT4: “Context-driven Music Transformation” 

The goal of the project is to enable transforming music in terms of artistic style. Specifically, the 
goal is to modify the style of a piece while preserving some of its original content. The target 
style can be pre-defined, taken from an example (a piece in the target style) or based on some 
other variables or constraints (e.g. to adapt the piece to a particular user, a movie scene or a 
gameplay situation). 

This project is concerned mostly with generic data-driven methods which should not require 
prior knowledge about the target style. To the extent that knowledge-based techniques will 
play a role in the project, the most relevant pieces of work that define the state of the art here 
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are works which constrain the problem using prior knowledge such as on (re-)harmonization 
[1-2],  and expressive performance generation [3-5]. 

The main challenge with respect to knowledge-driven approaches is that they often do not 
generalize to new domains/styles (for which this knowledge might be unavailable). On the other 
hand, fully data-driven approaches are limited by the fact that the training data is not aligned, 
possibly making the problem ill-posed. To address these issues, we propose a different way to 
inject knowledge into the system, which is to generate synthetic parallel training data [6].  This 
data enables supervised or semi-supervised learning, overcoming the problem described 
above. In this case, the knowledge comes from the creators of the software we use to generate 
the data. 

 

5.13 TPT5 “Conditional Generation of Audio Using Neural Networks and its Application to Music 
Production” 

From a knowledge-driven perspective, the goal of project TPT5 is to study the impact of 
different time-frequency representations in audio generation using Neural Networks. We will 
explore different audio representations as these may improve the learning process and reduce 
the complexity and depth of the networks. 

Audio signals carry overwhelming amounts of data in which relevant information for a specific 
task is often challenging to find. In general, feeding in sparse representations of the audio 
content, with few coefficients revealing the information we are looking for (i.e., representations 
where most coefficients are zero), yields faster training, and reduces the complexity of the 
architectures. State-of-the-art works on audio generation have made use of different ways of 
representing the audio content. Some have focused on raw audio data [1, 2] or mel-scaled STFT 
[3], others have attempted the generation of parameters for a synthesizer [4]. However, there 
are still many audio representations to be explored. Currently, we are studying the use of an 
invertible CQT [5], and we consider for the future other sparser audio representations such as 
wavelet-based scattering transforms [6]. 

There are a number of open research challenges. After reviewing the leading works in the 
literature, we believe that most of them have either focused on raw audio, STFT, or mel-scaled 
spectrograms. Also, in many works using these time-frequency representations, the phase 
information is often neglected in favor of iterative reconstruction algorithms such as Griffin-
Lim. As mentioned above, other approaches have used the neural network to parametrize a 
synthesizer. In its most raw representation, audio turns out to be very costly to process. At the 
other extreme, sparsity may yield a loss of information. For these reasons, we believe there are 
still many ways of representing the audio content to be explored. The main challenges are the 
complexity and computational effort behind many of these representation techniques. 
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5.14 JKU1 “Large-scale Multi-modal Music Search and Retrieval without Symbolic 
Representations” 

The goal of project JKU1 is to develop and improve methods for the automatic structuring and 
cross-linking of large multi-modal music collections. A special challenge is to work directly from 
sheet music images and audio recordings, without being able to rely on symbolic 
representations (machine-readable formats), which would be an unrealistic assumption in 
many real-world application scenarios. 

The state of the art in multimodal score/audio retrieval consists mainly in three methodologies, 
which are summarized as follows. The first and traditional approach is to convert both visual 
and acoustic domains (sheet music images and audio recordings, respectively) into a common 
representation based on chroma features, also known as the chromagram.  Balke et al. [3-4] 
use this methodology to propose a fully automated processing pipeline that matches sheet 
music queries to corresponding items within a database of audio recordings. In this 
methodology, the audio recordings in the collection are first transformed into a database of 
chromagrams. Following that, the sheet music query is also converted into the same chroma 
representation using an optical music recognition (OMR) software. Then, a matching procedure 
based on dynamic time warping (DTW) is applied to compute matching curves and finally to 
create a ranked list that represents the similarity between the query and each item in the 
dataset. Despite its novelty and promising results, this approach may be quite costly when 
dealing with large collections of music, therefore it calls for more efficient indexing methods. 

The second main approach is based on symbolic fingerprinting, where both visual and acoustic 
representations are converted into a symbolic music domain and therefore transformed into 
compact and discriminative features.  Arzt et al. [1-2] propose a method to address the score 
identification task, when given an audio snippet query, followed by retrieving the exact position 
in the score corresponding to the audio query. Moreover, the proposed approach is also tempo- 
and transposition-invariant, in order to address the problem of dealing with different versions 
of the same piece. This is done by defining the fingerprint as, taking three note events, an 
encoded triple calculated over the pitch and time instant relations of these note events. The 
symbolic fingerprinting method is described as follows. First, the score database is converted 
into an indexed fingerprint database from MIDI files. Following that, in the acoustic domain, the 
audio query is converted into a group of symbolic fingerprints via an automatic music 
transcription algorithm based on recurrent neural networks [6]. Finally, the audio query 
fingerprints are matched to each instance within the score fingerprint database and the best 
match is taken as the corresponding score. As advantages of this approach, fingerprints are 
compact and significantly discriminative; however it strongly depends on accurate 
transcriptions from audio to symbolic domains, this being a complex task. In the visual domain, 
it also depends on the performance of OMR systems in case of dealing with sheet music directly 
from images. 

Exploiting the recent advances in artificial intelligence for representation learning, the third and 
last approach is to learn correspondences between sheet music images and audio recordings 
directly from a multi-modal training set by means of deep neural networks [7-8]. This cross-
modal network learns a joint embedding space from both modalities by minimizing the distance 
between corresponding sheet music snippet and audio excerpt pairs. After training the 
network, the query procedure is straightforward and consists of mapping short segments of 
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both the query and the database into the embedding space. Then, the similarities between 
them are computed via their cosine distances, and the candidate from the database that is 
closer to the query is retrieved as the result. One limitation of this approach is that, since the 
learning stage is supervised, good generalization to new and unseen data requires a large 
amount of training data, comprising different instrumentation and musical styles. On the other 
hand, it does not require the definition of handcrafted representations, since it is based on an 
end-to-end approach. Also, the query can be in either domain, i.e. it is possible to retrieve 
scores given an audio query and vice-versa, which is a limitation of the afore-reviewed methods 
that only work in one direction. 

From the current state of the art as described above, and from our goal of extending this to a 
massive scale, follow a number of specific challenges and opportunities for original research. 
In general, there will be no symbolic, machine-readable scores (e.g., MIDI or MusicXML) 
available for the overwhelming majority of the pieces. Therefore the main challenging aspect 
of our research is to provide solutions which rely directly on score images and audio recordings. 
As we plan to use as a starting point the approach introduced by Dorfer et al. [7-8], we identify 
an important limitation which is the fixed field of view on both audio and sheet music snippets. 
While not being a problem on the visual side, global and local tempo changes are commonly 
found in audio recordings, as a consequence of musical liberties taken and expressive choices 
made by the performers. Therefore one important aspect of our research is to make sure the 
algorithms to be developed are tempo-invariant, in order to not lose performance when dealing 
with different tempi. 

Another characteristic of the embedding space learning approach is that the retrieval procedure 
is snippet-wise, i.e. the query is segmented and the corresponding excerpts are independently 
retrieved, based on a ranked histogram algorithm. We believe that taking into account 
knowledge about inherent temporal dependencies in music could result in a more robust and 
fast retrieval. Therefore we highlight this as a potential immediate topic to be studied. 

Lastly, in the context of calculating fine-grained alignments of multiple performances to sheet 
music in big multi-modal music collections, which may be useful for tasks such as score-based 
listening and comparison or musicological analysis, we believe that general knowledge of typical 
musical section structure will become important. For instance, it could improve bar, staff and 
note head retrieval from sheet images, a task crucial for alignment applications. Generally, 
knowledge about different musical styles and notation or performance conventions will be 
crucial to permit our algorithms to correctly interpret various patterns they learn from the 
different modalities, and to relate these to each other in meaningful ways. 

 

5.15 JKU2 “Live Tracking and Synchronisation of Complex Musical Works via Multi-modal Analysis” 

The goal of project JKU2 is to develop a live music tracking system which follows in real time an 
opera performance along its respective sheet music. The tracker will be based on a multi-modal 
analysis relying on audio and video recordings in order to ensure robustness and accuracy. 

The state of the art in live tracking of music has improved considerably in previous years. At the 
heart of this is the problem of audio-to-score alignment, which is the task of synchronizing an 
audio recording of a musical piece with the corresponding symbolic score; if done in real time, 
this is known as score following. The first approach presented in the 1980s [1] synchronized 

https://mip-frontiers.eu/


 

D. 2.1 State of the art, challenges and 

potential of knowledge-driven approaches 

in MIR 

Page 21 of  33 

MIP-Frontiers1 

https://mip-frontiers.eu 

 
 

1 This project has received funding from the 
European Union’s Horizon 2020 research and 
innovation programme under the Marie 
Skłodowska-Curie grant agreement No 765068. 

 

MIDI representations of a monophonic melody with the corresponding score. Since then, 
synchronization evolved from a relying on symbolic representations of music [2,3] to raw audio 
[4,5]. While at first the focus was on monophonic music [6,7], currently available methods can 
follow highly polyphonic and complex orchestral music [8,9]. 

Synchronizing two different entities requires there to be a common space between them. The 
sheet music represents a set of notes, each described by an onset and an offset time. Although 
a recent approach considers score following directly on the graphical sheet music [10] (see also 
Project JKU1), for this project we will rely on symbolic representations. In our case, we will use 
MIDI files, generated from MusicXML or MEI files. 

Common acoustic features can be extracted from both audio and scores. A usual 
representation, called semigram [11], groups spectral energies coming from the Fast Fourier 
Transform into semi-tones, adding a best accuracy in low frequencies. Another representation, 
called chromagram [12], groups harmonic pitches into 12 chromatic classes, adding robustness 
to timbre differences. In addition to the pitch and when the melody synchronization fails, some 
systems focus on tempo [13,14]. 

Two different approaches for score following are commonly used in the current state of the art: 
probabilistic methods and dynamic time warping based approaches. Among probabilistic 
models, Hidden Markov Models (HMM) [7,15] are widely used in the literature. For a real-time 
application, models must have few variables. They are composed of a hidden variable, the 
played chord, and an observable variable, the acoustic feature. In some cases, a tempo variable 
[16] is added to the system and ghosts states [4,17] can be used to make the system robust to 
mismatches. The alignment path can be extracted in real time with an efficient forward 
algorithm. Some recent techniques use particle filtering [13,16] to reduce the complexity. Other 
approaches use conditional random fields [18,19] which have no hypothesis concerning the 
observations, but only model conditional probabilities of the hidden variables given the 
observation sequence. 

The second approach is based on the Dynamic Time Warping (DTW) algorithm. DTW is an 
efficient method to find the optimal alignment between two sequences. The path can be found 
inside a cumulative score matrix reflecting local scores between sequences. Because of the 
quadratic time and space complexity, some adaptations have been proposed to make this 
method usable in real-time applications [20-23]. Tempo information can also be added into the 
tracking [24]. 

In order to get a robust and accurate live music tracker, we also propose to detect relevant 
events not only in the audio but also in the video. Detecting events in audio is a way to recognize 
and identify acoustic scenes. In an opera context, voice, applause or even instrument detection 
can inform the system about playing parts, recitatives and act endings. Detecting such events 
in audio is a common machine learning task, and we will try to make use of existing approaches, 
where possible. For example, the AudioSet dataset [25] includes detection of music, male and 
female singing voice and applause. 

In opera, the voice is widely present during the performance. Detecting voice, the gender of the 
voice or the lyrics can be relevant to robustly read the sheet music. As the voice has highly 
specific frequency trajectories, they are visually detectable in a spectrogram. The most common 
features are the Mel-Frequency Cepstral Coefficients (MFCC), used e.g. by Lehner [26] for an 
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on-line algorithm. More recent work uses fluctograms combined with spectral contraction and 
spectral flatness features [27]. These mid-level features have already been applied to classical 
opera recordings [28]. 

The gender of the voice can also be an interesting clue to detect. Male and female voices are 
different in terms of fundamental frequency F0, bandwidth and amplitude. Perceptual Linear 
Prediction (PLP) coefficients can be efficiently used for this task [29]. Tracking spoken language 
can be also relevant. The singing voice of an opera singer in a mixed signal is hard to transcribe, 
but it might be useful for recitative parts. 

Applause may happen at specific times during a performance, for example at the entrance of 
the conductor, at ends of acts and at the end of the performance. Additionally, applause might 
happen after a singer finishes a well-known aria. Thus its detection gives strong indications 
about specific events. From a frequency point of view, applause has very irregular patterns in 
the spectrogram. A combination of MFCCs and other low level features such as spectral centroid 
(representing the gravity center of the spectrum), spectral spread (representing the variance), 
spectral flux (representing the dissimilarity of succeeding frames) and spectral flatness (a 
measure representing the deviation of a spectrum from a flat shape) can be efficiently used for 
applause detection [30]. 

Finally the challenging task to follow an opera instead of an orchestra performance involves the 
use of all modalities available during live streaming. The video can contain information which is 
difficult to find in audio. Indeed the curtain call, the set changes, the number of actors on stage 
or the playing/non-playing activity of musicians can more easily be detected in analyzing 
images. Face and gender recognition systems can be useful to cluster actors on stage. The main 
features in the field are eigenfaces and fisherfaces [29,31]. 

The task of tracking a complex acoustic event such as an opera presents us with specific 
challenges and opportunities for original research. In particular, the scenario of tracking entire 
live operas is more complex than anything tackled so far in this field. For instance, we are now 
faced with a mixture of voice, music, and possibly other sounds which is often interrupted by 
intermissions. Music tracking systems such as those discussed above are not designed to be 
robust to these problems which will seriously complicate the tracking task. In this project, we 
will approach the problem via new multi-modal tracking algorithms which will be based on 
audio and video input, on specialized features and detectors for important, recurring events, 
and on hierarchical tracking schemes, which try to make sense of this data and relate it to the 
score description. 

As partner, the Vienna State Opera (VSO) will support this project. Over the last few years, they 
have invested heavily in technology for live streaming to make their performances accessible 
to larger audiences. The VSO will provide this project with the data needed for our research. 
This includes (multi-channel) audio recordings of performances, video from multiple angles, 
subtitles and scores. 
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6. Conclusion 

Starting from a general notion of extra-musical knowledge and its possible roles in music 
information research, this document has given an overview of knowledge-related aspects as they 
arise in the sub-projects making up MIP-Frontiers. As can be seen, there is indeed a myriad of 
different ways in which general musical and extra-musical knowledge can be of help in solving 
complex music processing tasks. Beyond documenting the focus and progress of the project to the 
outside world and the project reviewers, the present report will also turn out to be a valuable 
intra-project resource, demonstrating to the ESRs the importance of knowledge-driven 
approaches to MIR research, and the multitude of ways in which knowledge, if available, can be 
exploited to improve data-driven, machine-learning-based solutions. 
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